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We investigate a quarter-filled two-band Hubbard model involving a crystal-field splitting, which lifts the
orbital degeneracy as well as an interorbital hopping �interband hybridization�. Both terms are relevant to the
realistic description of correlated materials such as transition-metal oxides. The nature of the Mott metal-
insulator transition is clarified and is found to depend on the magnitude of the crystal-field splitting. At large
values of the splitting, a transition from a two-band to a one-band metal is first found as the on-site repulsion
is increased and is followed by a Mott transition for the remaining band, which follows the single-band
�Brinkman-Rice� scenario well documented previously within dynamical mean-field theory. At small values of
the crystal-field splitting, a direct transition from a two-band metal to a Mott insulator with partial orbital
polarization is found, which takes place simultaneously for both orbitals. This transition is characterized by a
vanishing of the quasiparticle weight for the majority orbital but has a first-order character for the minority
orbital. It is pointed out that finite-temperature effects may easily turn the metallic regime into a bad metal
close to the orbital polarization transition in the metallic phase.
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I. INTRODUCTION

The Mott metal-insulator transition1,2 plays a key role in
the physics of strongly correlated electron materials. Over
the last fifteen years, our theoretical understanding of this
phenomenon improved considerably due to the development
of the dynamical mean-field theory �DMFT� �Refs. 3 and 4�.
A number of model studies were performed in order to
clarify the nature of the transition in both a single-orbital and
multiorbital context.5–13

In the context of real materials, however, several impor-
tant features must be considered, which are not always taken
into account in model studies. This includes in particular two
key aspects: �i� the breaking of orbital degeneracy by the
crystalline environment and �ii� the existence of hopping
terms coupling different orbitals on different sites of the
crystal �interorbital hopping or hybridization�. We note at
this stage that the breaking of orbital degeneracy can corre-
spond to a rather large energy scale �of order 1–2 eV� when
one has in mind the crystal-field splitting between t2g and eg
levels in a transition-metal oxide, but it can also correspond
to a smaller energy scale �a small fraction of an electron volt�
when considering, e.g., the trigonal splitting of the t2g levels
induced by a distortion of the cubic symmetry. In the former
case, an effective model with fewer orbitals can often be
considered, but in the latter case, all orbital components may
still be relevant, albeit with different occupancies, and one
has to use a model involving several orbitals with slightly
different atomic level positions. In the present paper, we
shall designate the lifting of orbital degeneracy by the ge-
neric term of “crystal-field splitting,” but it is mostly the case
where this is a small energy scale �e.g., trigonal splitting of
the t2g multiplet� that we have in mind for applications.

Indeed, the physical effects arising from the competition
of crystal-field splitting and strong correlations have at-
tracted a lot of attention recently, in particular in LDA

+DMFT electronic structure studies of many different com-
pounds. We now quote just a few examples. Pavarini et al.14

pointed out that the lifting of cubic symmetry by the
GdFeO3-type distortion plays a key role in determining the
metallic or insulating characters of d1 transition-metal per-
ovskites such as �Sr/Ca� VO3 �small distortion, metals� and
�La/Y� TiO3 �larger distortion, insulators�. Indeed, for a
given value of the on-site Coulomb repulsion U, the lifting of
the orbital degeneracy makes the insulating state more easily
accessible.9,10 Furthermore, correlation effects considerably
enhance the effective crystal-field splitting, hence favoring
orbital polarization �as also emphasized in Ref. 15 for these
compounds�. This correlation-induced enhancement of the
effective crystal-field splitting and this increased orbital po-
larization have also been shown16,17 to play a key role in the
metal-insulator transition of V2O3, with the eg

� component of
the t2g level much more occupied than the a1g component in
the insulating phase �see also the previous LDA+DMFT
studies of V2O3 in Refs. 18 and 19�.

Such effects were discussed, at a model level, in the pio-
neering paper of Manini et al.,6 motivated by the physics of
fullerene compounds. In this work, a model consisting of two
orbitals occupied by one electron �quarter-filling� was con-
sidered and the combined effect of a crystal-field and of on-
site repulsion was studied in the framework of DMFT. This
work identified several phases, most notably a two-band me-
tallic phase �with partial orbital polarization� and a one-band
metallic phase �with full orbital polarization�, as well as a
fully orbitally polarized Mott insulating phase.

However, some questions of great importance were left
unanswered by this early study. To quote just a few of these
issues: �i� What is the nature of the metal-insulator transition
in the different ranges of crystal field? �ii� How exactly does
the crossover between a two-orbital Mott transition to a one-
orbital Mott transition takes place? �iii� What is the effect of
an interorbital hopping, always present in real materials, and
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in particular does it wipe out the two-band metal to one-band
metal transition within the metallic phase? and, finally, �iv�,
is it possible to obtain within DMFT the insulating phase
with partial orbital polarization, which is expected from gen-
eral strong-coupling arguments? �As we shall see, the answer
is affirmative and this phase was overlooked in the DMFT
study of Ref. 6�.

All these questions are directly relevant to the understand-
ing of real materials �e.g., V2O3 and Sr2RuO4� and to a better
qualitative interpretation of the results of LDA+DMFT stud-
ies. The aim of the present article is to provide a detailed
answer to these questions. This is made possible, in particu-
lar, by the recent development of numerical techniques for
solving efficiently the DMFT equations, in particular
continuous-time Monte Carlo algorithms.20–23

Let us point out that another related model study recently
appeared, namely that of the two-orbital model at half-filling
�i.e., two electrons in total�.8 In this case, the physical issues
are quite different since one evolves from a two-orbital Mott
insulator in the absence of crystal field to a band insulator at
large crystal field �not a one-orbital Mott insulator as in our
quarter-filled case�. Also, this study did not consider the ef-
fect of an interorbital hopping. In this respect, our work and
Ref. 8 can be considered quite complementary to one an-
other.

Finally, we emphasize that the interplay between crystal-
field splitting and strong correlations is made even more
complex in the presence of Hund’s coupling and exchange
terms. In a study of BaVS3 it was pointed out that when
Hund’s rule wins over crystal-field effects, one can observe a
compensation between orbital populations rather than an en-
hanced orbital polarization.24–26 The competition between
Hund’s coupling and crystal-field is also relevant to the phys-
ics of cobaltites,27–30 ruthenates,31–34 and monoxides under
pressure.35 In the present work, however, we focus on the
interplay of crystal field and strong correlations and on the
nature of the Mott transition, in the simplest possible context
and consider only the effect of an on-site repulsion.

This paper is organized as follows: In Sec. II, we intro-
duce the model and some notations. In Sec. III A we present
the phase diagram and discuss qualitatively each phase. In
Sec. III B, we discuss in details the insulating phases, using
both an analytical strong-coupling method and complete nu-
merical solution of the DMFT equations. In Sec. III C, we
clarify the nature of the various phase transitions: from a
two-band to a one-band metal and from a metal to a Mott
insulator, in the different crystal-field regimes. Finally, in
Sec. IV, we consider the effects of a finite interorbital hop-
ping and also we discuss some finite-temperature effects in
regimes where the two orbitals have very different quasipar-
ticle coherence scales.

II. MODEL

We consider a minimal two-band Hubbard model with
crystal-field splitting and interorbital hybridization, given by
the Hamiltonian;

Ĥ = Ĥkin + Ĥcf + Ĥint, �1�

with;

Ĥkin = �
k

�
�mm�

�̂�k�mm�dk�m
† dk�m�, �2a�

Ĥcf =
�

2 �
i�

�n̂i�1 − n̂i�2� , �2b�

Ĥint =
U

2 �
i

�
m��m���

n̂i�mn̂i��m�. �2c�

In these expressions, i is a lattice-site index, k is the momen-
tum in reciprocal space, m=1,2 is an orbital index, and �
= ↑ ,↓ is a spin index. The sum in the interaction term runs
over all orbital and spin indices except the case when m
=m� and �=�� and therefore all intraorbital and interorbital
Coulomb interactions are included. � is the crystal-field
splitting between the two orbitals ���0 favors the popula-
tion of the second orbital,m=2�, and U is the density-density
Coulomb interaction between the two orbitals.

In this article, we focus on quarter-filling �i.e., one elec-
tron in two orbitals per lattice site�, which is achieved by
tuning appropriately the chemical potential �. We consider
only the density-density form of the interaction term, and we
do not include the Hund’s exchange, spin-flip, or pair-
hopping terms. The motivation for neglecting these terms is
to keep the Hamiltonian as simple as possible. Note however
that, with one electron per site, the effect of these terms is
expected to be small and acts basically as a renormalization
of the on-site U �Refs. 11 and 12�.

The kinetic term Ĥkin is a two-band tight-binding Hamil-
tonian on the three-dimensional cubic lattice �we will also
use its Bethe lattice counterpart�, which can be written �in k
space� as

�̂�k� = � e�k� V�k�
V�k� e�k� � , �3�

where diagonal elements correspond to the simple cubic lat-
tice, and the off-diagonal ones have x2−y2 symmetry;

e�k� = 2t�cos kx + cos ky + cos kz� , �4a�

V�k� = 2�3V�cos kx − cos ky�cos kz. �4b�

This corresponds to a hopping between identical orbitals on
nearest-neighbor sites, equal to −t. The interorbital hopping
connects orbitals m=1 and m=2 on next-nearest-neighbor
sites and is equal in magnitude to�3V /2. It has a positive
sign for the ��1,0 , �1� neighbors and negative for the
�0, �1, �1� ones. This symmetry choice insures that, for all
values of V, the on-site �k integrated� kinetic Hamiltonian is
diagonal in orbital space. This is also the case of all local �k
integrated� quantities in the interacting model, as can be
checked by expanding the Green’s function in power of V.
Hence, our model is such that the choice of local-orbital
basis set is adapted to the local crystal symmetry. Physically,
the model �Eq. �3�� is a reasonable description, for example,
of an eg doublet split by the breaking of the cubic symmetry.

For zero hybridization, V=0, the density of states �DOS�
is reduced to the DOS of the cubic lattice for both orbitals
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shifted by �� /2. We set the energy unit by t=1 /6 or equiva-
lently D=1, where D is the half-bandwidth.

We solve this model in the DMFT framework.3 Since our
main aim is to elucidate the nature of the metal-insulator
transitions in this model, we focus in this article on the para-
magnetic phases. The self-consistent impurity problem is
solved with two numerical techniques: �i� Exact diagonaliza-
tion �ED� as described in �Refs. 3 and 36�, with a “star-
geometry” for the bath hybridization function using five bath
states per orbital degree of freedom; �ii� the recently intro-
duced continuous time quantum Monte Carlo algorithm �CT-
QMC� using an expansion in the impurity model hybridiza-
tion function.22,23 CT-QMC is more precise than ED and is
necessary to establish the existence of the partially polarized
insulator phase �see Sec. III B�, as we shall discuss further
below.

III. RESULTS IN THE ABSENCE OF INTERORBITAL
HYBRIDIZATION

A. Zero-temperature phase diagram

The DMFT phase diagram of model �Eq. �1�� at quarter
filling and without interorbital hybridization �V=0� is pre-
sented on Fig. 1. The effect of a nonzero V will be consid-
ered in Sec. IV. The general shape of this phase diagram can
be easily anticipated by considering the various limiting
cases:6

�i� For �=0, one has a well documented two-band degen-
erate model. The model undergoes a correlation-driven Mott
transition at a critical Uc

�=0	3.76, which is close to the re-
sults obtained by other authors for the Bethe lattice �semicir-
cular DOS with identical half-width D=1�.5–7

�ii� For very large �	D, the minority orbital �orbital m
=1� is pushed to very high energy and becomes completely
empty so that it can be ignored altogether. The quarter-filled
two-band model thus reduces to a single-band model at half
filling. This situation has been thoroughly studied within
DMFT and yields a correlation-induced Mott transition at
Uc

�→
	2.75. �see, e.g., Ref. 3 and references therein�. The
metal-insulator transition line �plain/black line on Fig. 1� in-
terpolates between the limiting critical couplings correspond-
ing to �=0 and �=
. The system is insulating above this
line and is metallic below.

�iii� The noninteracting model �U=0� obviously has a
transition between a two-band metal for ��D and a one-
band metal for��D. For�=D, the minority band crosses the
Fermi level and becomes empty. This effective-band transi-
tion separating a two-band situation at low energy from a
nondegenerate band can actually be followed through the
phase diagram �dashed-dotted/red and dashed/green lines on
Fig. 1�, as we now discuss.

We note that we have not attempted to precisely deter-
mine whether the orbital polarization lines cross the metal-
insulator transition �MIT� line at a single point or whether
the orbital polarization line in the insulating phase and in the
metallic phase hit the MIT boundary at slightly different lo-
cations.

In the absence of hybridization �V=0�, we can use the
orbital polarization as a faithful indicator of the transition
between the two-band and a one-band regime. This quantity
is defined as

�n =

n̂�� − 
n̂��

n̂�� + 
n̂��

, �5�

in which � and � stand for the majority and minority orbit-
als, respectively, �
n̂��� 
n̂���. At quarter filling and for �
�0, this reduces simply to �n= 
n̂2− n̂1�.

As the crystal-field splitting is increased, one reaches a
critical value at which the orbital polarization reaches �n
=1, indicating a completely empty minority orbital. The line
along which this happens in the �� ,U� plane, is indicated by
the dashed-dotted �red� line in the metallic phase and by the
dashed �green� line in the insulating phase. Hence, four dif-
ferent phases are apparent on the phase diagram of Fig. 1: a
partially polarized �two-band� metal �PPM�, a fully polarized
�one-band� metal �FPM�, a partially polarized Mott insulator
�PPI�, and a fully polarized Mott insulator �FPI�.

As already pointed out by Manini et al.,6 and as clear
from Fig. 1, the value of the crystal-field, at which the tran-
sition from the PPM to the FPM takes place, is strongly
reduced by interactions. While it is set by the half-bandwidth
at U=0, it is renormalized down by the quasiparticle weight
Z� in the presence of interactions. Hence, a crystal-field
splitting considerably smaller than the half-bandwidth can be
sufficient to induce a two-band to one-band metal transitions.

It is important to realize, however, that the value of �
needed to fully polarize the system vanishes only in the limit
U=
. In other words, the orbitally degenerate Mott insulator
at �=0 has a finite orbital polarizability, even within the
DMFT approach. Hence the PPI phase at large U and small

0 0.2 0.4 0.6 0.8 1
∆ / D

0

1

2

3
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5

U
/D

MIT, V = 0
PPM-FPM line
Strong coupling, U = 1 / ( 6 ∆ )

PPM

FPM

FPI

PPI

FIG. 1. �Color online� Zero-temperature phase diagram �para-
magnetic phases� on the cubic lattice without hybridization �V=0�,
and for one electron per site. The solid �black� line separates me-
tallic and insulating regions. The dot-dashed �red� line separates the
partially polarized metal �PPM� and the fully polarized metal
�FPM� �for details see text�. The dashed �green� line is the result of
the strong-coupling mean-field analysis �see Sec. III B 1 and Eq.
�10��: It separates the partially polarized insulator �PPI� from the
fully polarized insulator �FPI�. Arrows indicate the set of param-
eters used in Figs. 4 and 6. The ED solver was used.

EFFECT OF CRYSTAL-FIELD SPLITTING AND… PHYSICAL REVIEW B 78, 045115 �2008�

045115-3



values of � exists. This point was incorrectly appreciated by
Manini et al.,6 largely for numerical reasons. Indeed, the ED
algorithm is inappropriate to correctly capture the PPI phase.
In the present article, we establish �Sec. III B� the existence
of the partially polarized insulating phase within DMFT us-
ing both an analytical proof at strong-coupling limit and a
complete numerical solution of the DMFT equations based
on the new CT-QMC algorithm.

Let us point out that in this zero-temperature phase dia-
gram, all the transitions are second order, except for the tran-
sition from the PPM to the PPI—which is second order for
the majority orbital and first order for the minority orbital, as
will be explained below in Sec. III C 2. At finite tempera-
tures T�0, the MIT becomes first order throughout the
phase diagram, as in canonical DMFT solutions, whereas the
other transitions remain second order.

In the two following subsections, we describe in more
details the nature of these different phases and we investigate
the phase transitions between them.

B. Existence of the partially polarized insulator

1. Strong-coupling analysis: Kugel-Khomskii model

At strong coupling U	D �or U	 t�, in the Mott insulat-
ing phases, an effective low-energy model can be derived,
following Kugel and Khomskii37 �see also Ref. 38�. The low-
energy Hilbert space contains only the four states �i ,m ,��
with one electron on each site �m=1,2 ; �= ↑ ,↓�. The ef-
fective Hamiltonian acting on these states reads,

Ĥeff = − ��
i

T̂i
z + �


ij�
Js�S� iS� j� + Jo�T� iT� j� + Jm�S� iS� j��T� iT� j�� .

�6�

In this expression, 
ij� denotes the bonds between nearest-
neighbor sites and the spin and pseudospin �i.e., orbital iso-
spin� operators are given by:

S� i =
1

2�
m

di�m
† ����di��m, �7a�

T� i =
1

2�
�

di�m
† �mm�di�m�, �7b�

in which � are the Pauli matrices. In particular, the z compo-
nent of these operators �with eigenvalues �1 /2� is given by:

Ŝi
z =

1

2
�n̂i↑2 − n̂i↓2 + n̂i↑1 − n̂i↓1� , �8a�

T̂i
z =

1

2
�n̂i↑2 + n̂i↓2 − n̂i↑1 − n̂i↓1� . �8b�

The �superexchange� couplings Js, Jo, and Jm are given by38

Js = Jo =
Jm

4
=

2t2

U
� J . �9�

The particular symmetry between these couplings is due to
the choice of a density-density interaction and to the neglect
of the Hund’s exchange.

At strong coupling, in the insulating phase, the DMFT
solution of the original model �Eq. �1�� reduces to a static
mean-field solution of Eq. �6�. Focusing on the nonmagnetic
phase �
Si

z�=0�, the orbital polarization �n=2
Tz� is given by
the self-consistent equation, at finite temperature T=1 /�:

�n = tanh��

2
�� − �c�n�� , �10�

where

�c =
zJ

2
= z

t2

U
, �11�

is a critical value of the crystal-field splitting and z is the
coordination number of the lattice �number of nearest neigh-
bors�. For the simple cubic lattice, with z=6 and half-
bandwidth D=zt, this yields, �c

CL=D2 / �6U�, while for the
large-connectivity Bethe lattice with nearest-neighbor hop-
ping t=D / �2�z�, one has: �c

BL=D2 / �4U�.
At zero temperature ��=
�, the solution of Eq. �10�

reads,

�n = ��/�c, � � �c

1, � � �c
� . �12�

Hence, this shows that the orbitally degenerate insulator has
a finite orbital susceptibility at T=0, �orb=1 /�c, and that a
finite crystal-field �=�c must be applied to fully polarize the
insulating phase. The strong-coupling expression �=�c
=D2 / �6U� for the cubic lattice corresponds to the dashed
�green� line displayed on Fig. 1, separating the PPI from the
FPI phases at T=0.

At finite temperature, a good approximation to the solu-
tion of Eq. �10� turns out to be;

�n 	
�

�c

1

1 + 2
�c�

. �13�

Finally, we would like to emphasize that, when thinking
of DMFT as an exact method in the limit of large lattice
coordination z→
, it is quite clear that a nonzero value of
the critical �c �and hence a finite extent of the PPI phase� is
to be expected. Indeed, the orbital exchange coupling �Eq.
�9�� scales as 1 /z �since t�1 /�z�, hence, the critical �c is of
the order of the exchange field between a site and all its
neighbors, i.e., of order zJ, which remains O�1� as z→
.
The uniform orbital susceptibility of the orbitally degenerate
Mott insulator is indeed finite at T=0 �this should not be
confused with the fact that the local susceptibility would
scale as 1 /z and hence vanish in the large-z limit�.

2. Numerical solution: Importance of global moves in the
quantum Monte Carlo algorithm

The analytical estimate at finite temperature �Eq. �13��
provides a very useful benchmark when solving numerically
the DMFT equations for the original model in the strong-
coupling regime. Indeed, it is actually nontrivial, from the
numerical point of view, to successfully stabilize the partially
polarized insulating phase. To achieve this, we have used the
CT-QMC method, and it proved necessary to implement glo-
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bal Monte Carlo moves, in addition to the Monte Carlo
moves proposed in Ref. 8. In CT-QMC, a configuration is
given by a collection of fermionic operators
c�1

�1� . . .c�N
�N� at different imaginary times i and the �i

are the fermionic species of the operators. The global moves
are implemented by changing all �i into a new set of �i� and
accepting the move with a probability satisfying the detailed
balance condition. In this work, we have used two global
moves that switch the spin �↑↔↓� and the orbital �1↔2�
indices. In the absence of these global moves, the calculation
can be trapped in some regions of the phase space at low
temperature, leading to a wrong �overestimated� value of the
polarization.

This is illustrated in Fig. 2, which displays the tempera-
ture dependence of the polarization in the insulating phase, at
small �. The result of Eq. �10� is compared to the CT-QMC
results with and without global moves. One can see that
without global moves, the polarization is bigger than its
strong-coupling value, whereas the contrary is expected. This
gives a clear indication that global moves are needed. When
the correct implementation of the CT-QMC algorithm with
global moves is used, the polarization falls below its strong-
coupling value. Note that these results are actually obtained
for an intermediate value of U=4, which shows that the
range of validity of the strong-coupling approximation is ac-
tually quite extended. The agreement between the DMFT
data with global moves and the strong-coupling result is seen
to be excellent and both indubitably show the existence of
the partially polarized insulator.

We have not been able �as in Ref. 6�, when using the ED
solver at T=0 in the insulating phase, to stabilize the par-
tially polarized insulating solution at small �. This is prob-
ably because this solution is too delicate and involves a num-
ber of competing low-energy scales �J ,�� to be faithfully

reproduced given the simple parametrization and limited
number of states in the effective bath, which can be handled
within ED in a two-orbital context. However, ED performs
quite well in the metallic phase and it is quite instructive to
compare the isopolarization lines ��n=const� in the �� ,U�
plane, determined from ED, close to the metal-insulator tran-
sition to the strong-coupling result � /�c=�n �i.e., U�
=zt2�n�. This comparison is made in Fig. 3 in the case of the
Bethe lattice �for simplicity�. The ED data on the metallic
side of the transition match very well to the strong-coupling
form of the isopolarization lines on the insulating side. Thus,
this provides a complementary way, starting from the metal,
to document the existence of the PPI regime.

C. Metallic phases and the nature of the metal-insulator
transition

We now turn to the metallic phases. There, the self-
energies can be Taylor expanded at low-frequency as

R���� + i0+� = R���0� + �1 − 1/Z��� + ¯ , �14�

in which Z� and Z� are the quasiparticle weights of the
majority and minority bands, respectively. The quasiparticle
weights, Z�= ��1−�F���i�� /�i��−1��→0 were extracted
from the imaginary frequency data with the use of third-
order polynomials. The minority and majority Fermi surfaces
in the metallic phase with PPM are determined, respectively,
�for V=0� by:

e�k� = � +
�

2
− R���0� � ��, �15a�

e�k� = � −
�

2
− R���0� � ��. �15b�

The quantities �� ,�� can be viewed as effective crystal-
field levels renormalized by interactions �or effective chemi-
cal potentials for each type of orbitals�, and a renormalized
crystal-field splitting can also be defined as

��
��

��
��

��

��
��

0 100 200 300
β D

0.0

0.2

0.4

0.6

0.8

1.0

δn

CT-QMC w gm

CT-QMC w/o gm��
��

�
�

Strong coupling

FIG. 2. �Color online� Temperature dependence of the orbital
polarization, �n, for the cubic lattice in the PPI phase. Black dots
are the CT-QMC data with the use of global moves �gm� in the spin
and orbital space �see text for details�. �Cyan� squares are the CT-
QMC data without global moves. The solid �green� line is the
strong-coupling result given by Eq. �10�. The arrow shows the zero-
temperature value of the polarization in the strong-coupling
limit,�n=0.84. These results are obtained for U=4, �=0.035, and
using the CT-QMC solver.

0.05 0.10 0.15 0.20
∆ / D

2

3

4

5

U
/D

MIT
δn = 0.1
δn = 0.3
δn = 0.5
δn = 0.7
δn = 0.9
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FIG. 3. �Color online� Metal-insulator transition �red� and iso-
polarization lines for the Bethe lattice. Different colors mark differ-
ent values of the polarization �see legend�. Dashed lines are ED
results while solid lines are the solutions of Eq. �12� for constant
polarization.
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�eff � � + R���0� − R���0� . �16�

The various transitions are conveniently described in terms
of �� and Z�. On general grounds, there are two simple
mechanisms by which a given orbital can undergo a transi-
tion from a metallic behavior to an insulating one:

�i� The quasiparticle weight Z may vanish at the MIT.
This is the well-known Brinkman-Rice scenario, which is
realized, e.g., within the half-filled single-band Mott transi-
tion within DMFT. It is also realized for degenerate orbitals
with �=0: Z�=Z� vanishes continuously at Uc

�=0.
�ii� It may also happen that either of the equations �Eq.

�15a� and �15b�� fails to yield a solution, i.e., the “effective
chemical potentials” �� or �� move out of the energy range
�−D , +D� spanned by e�k�. This, in turn, can happen in a
continuous or in a discontinuous way.

1. Orbital polarization and metal-insulator transitions at large
crystal field

We first consider values of the crystal-field splitting larger
than�0.1. Two successive transitions are observed as U is
increased, from a two-band metal �PPM� to a single-band
metal �FPM�—followed by a metal-insulator transition �FPM
to FPI�. Figure 4 �top panel� displays the quasiparticle resi-
dues Z� ,Z� and orbital polarization �n as U is increased at a
fixed �=0.3 �indicated by the arrow on Fig. 1�. The lower
panel of Fig. 4 displays �� and �eff.

For U�UP ��2.2�, in the two-band metallic phase
�PPM�, both quasiparticle weights decrease as U is in-
creased, and the orbital polarization gradually increases.

At U=UP, the polarization saturates to �n=1 and the mi-
nority band becomes empty. This happens following the
mechanism �ii� above: the minority band effective level po-
sition �� hits the bottom of the band ���=−D at U=UP�
and the renormalized crystal-field splitting reaches �eff
= +D �as clearly seen from Fig. 4 �lower panel��. Simulta-
neously, �� vanishes at UP and remains zero for U�UP.
This indicates that particle-hole symmetry is restored at low
energy for the majority band throughout the FPM phase.

For UP�U�UMIT, the minority band is empty and be-
comes inactive. The remaining half-filled majority orbital
forms a single-band metal and is subject to the local Cou-
lomb interaction. This is illustrated in Fig. 5 where we plot
the DOS of both orbitals. Note that the majority orbital very
quickly becomes particle-hole symmetric over its full band-
width as U increases. The quasiparticle weight of the major-
ity band Z� is strongly reduced in this regime. Note that
neither Z� nor Z� vanishes at the orbital polarization transi-
tion UP. In fact, also the minority �empty� band self-energy
remains linear in frequency at low energy in this regime, and
a Z� can still be formally defined �as plotted on Fig. 4�,
although it no longer has the physical meaning of a quasi-
particle spectral weight since there is no Fermi surface for
that band. In particular, the increase of Z� in this region
should not be interpreted as a decrease in the correlation
effects.

Eventually, the transition from a single-band strongly cor-
related metal to a Mott insulator with full orbital polarization
is found at U=UMIT �	Uc

�=
	2.75�. The nature of this tran-

sition has been exhaustively described in the context of
DMFT studies of the single-band model: Z� vanishes con-
tinuously at the critical point and the metal-insulator transi-
tion is second order �at T=0�. The low-frequency majority
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FIG. 4. �Color online� PPM-FPM-FPI transitions along the con-
stant �=0.3 line for the cubic lattice without hybridization �V=0�.
Top panel: Orbital polarization, �n, and QP residues, Z� and Z�,
are shown by �black� dots, filled �green� diamonds, and open �red�
squares, respectively. Bottom panel: Effective crystal-field splitting,
�eff, and effective chemical potential for both bands, �� and ��,
are represented by �black� dots, filled �green� diamonds, and open
�red� squares, respectively. The vertical lines show the full polariza-
tion �violet� and MIT transitions �magenta�. The horizontal �brown�
lines show the top and bottom of the bare band. The ED solver was
used.
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FIG. 5. �Color online� Density of states in the one-band metallic
phase. The majority �minority� orbital is shown in the upper �lower�
half of the plot. The ED solver was used with U=2.4 and �=0.3.
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self-energy R����+ i0+� acquires a pole on the real fre-
quency axis in the insulating phase. The location of this pole
depends on the choice of the chemical potential within the
insulating gap. For a specific choice �as done in Fig. 4�, the
pole is located at zero-frequency so that particle-hole sym-
metry is restored at low energy and the self-energy diverges
as R����+ i0+��1 /�.

It should be emphasized that the very small value of Z� in
the one-band �FPM� metallic phase implies that the quasipar-
ticles are actually quite fragile in that phase and can be easily
destroyed by thermal effects. Hence, the orbital polarization
transition at U=UP from a two-band to a one-band metal at
T=0 may actually appear, at finite-temperature, as a transi-
tion between a two-band metal and a one-band incoherent
“bad metal” �or quasi-insulator�. We shall come back to this
point in more detail in Sec. IV B.

2. Metal-insulator transition at small crystal field

In the small crystal-field regime ���0.1�, to the best of
our numerical accuracy, there appears to be a simultaneous
metal-insulator transition for both orbitals from a two-band
metal �PPM� to a Mott insulator with partial orbital polariza-
tion �PPI�. Note that in this region we needed to have re-
course to finite-temperature Monte Carlo simulations.

The nature of the MIT has been well documented by pre-
vious DMFT studies in the degenerate case �=0. At T=0,
the transition is second order with a quasiparticle weight
Z�=Z� vanishing continuously at Uc

�=0, while at T�0 this
transition is first order.

On the top panel of Fig. 6, we display the quasiparticle
weights Z� ,Z� as a function of U for �=100 and for a small
value of �=0.05, along with the orbital polarization �n. The
MIT takes place at a critical coupling Uc

�, which is smaller
than Uc

�=0 �Fig. 1�. Note that the data in Fig. 6 is obtained for
a finite temperature and, therefore, the critical Uc

� is also
smaller than its zero-temperature counterpart �shown in Fig.
1�. The orbital polarization continuously increases with the
interaction and does not approach the value �n=1 at the
transition point. The minority orbital quasiparticle weight Z�

remains larger than the majority one Z� in the metallic
phase. Although it is a delicate issue numerically, our data
appear to be consistent with a majority orbital quasiparticle
weight Z�, which vanishes continuously while Z� remains
finite at the transition. Note that both the majority and mi-
nority orbital effective chemical potentials �Eqs. �15a� and
�15b�� stay well within the energy band �−D , +D� for all
couplings in the metallic phase. The transition into the insu-
lating phase for the minority orbital takes place by having
�� jumping out of the energy band in an apparently discon-
tinuous manner, as we now describe in more detail.

After the transition, the chemical potential � can be
placed �at T=0� anywhere within the charge gap, and there-
fore, the effective chemical potentials �Eq. �14�� are not
longer defined in a unique manner. As documented in previ-
ous work5,7 on the orbitally degenerate case within DMFT,
we expect the majority orbital self-energy to have a pole on
the real frequency axis, at a position that depends on �. For
a special choice of �, this pole is located at �=0, which
should correspond to a divergence of ����=0� and to a

divergent self-energy �1 /� at low frequency. In order to
document this behavior, we plot in the inset of Fig. 6 the real
part of the imaginary frequency self-energies, R���i� /�� at
the first Matsubara point as a function of � �for a given value
of the interaction U=3�. One can clearly see that the majority
orbital self-energy, R���i� /�� becomes very big and
changes sign at ��1.22 while R���i� /�� stays constant
within the gap. A careful scaling analysis shows that ����
=0� indeed diverges at a critical value of �. Together with
the vanishing of Z�, this shows that the transition for the
majority orbital follows the standard DMFT scenario identi-
cal to the orbitally degenerate case. Furthermore, since
R���i� /�� does not vary significantly when � is varied
within the gap, one can unambiguously define �� also in the
insulating phase. In contrast, �� depends on the choice of �.
One should note here that the chemical potential, �, defined
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FIG. 6. �Color online� PPM-PPI transition along the constant
�=0.05 line for the cubic lattice without hybridization. Top panel:
The �black� solid dots show the orbital polarization, �n. The QP
residues, Z� and Z�, are shown by the �green� filled diamonds, and
�red� open squares, respectively. The �blue� dashed line is the
strong-coupling result. Bottom panel: Effective crystal-field split-
ting, �eff, and effective chemical potential for both bands, �� and
��, are represented by �black� dots, filled �green� diamonds, and
open �red� squares, respectively. The inset shows the real part of the
self-energies at the first Matsubara frequency, R���i� /��, versus
chemical potential within the gap for U=3. The vertical magenta
line shows the MIT. The CT-QMC solver was used with �=100.
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in this way in the insulating phase continuously connects to
the chemical potential in the metallic phase.

In Fig. 6 �bottom panel�, we display these two quantities
as a function of U, choosing for � the special value at which
�� behaves as 1 /� at low frequency. From this plot, we see
that the minority band becomes insulating because �� is
jumping out of the energy band in a manner that appears as
discontinuous �up to our numerical precision�. Hence, in
contrast to the orbital polarization transition of the large �
case described above, the MIT at small � appears to occur in
a discontinuous manner, as far as the minority band is con-
cerned, while being continuous �Brinkman-Rice like� for the
majority band. Note also that the minority orbital self-energy
has a linear behavior at low frequency throughout the insu-
lating phase.

Note that in this finite-temperature calculation, the orbital
polarization never reaches �n=1 as U is further increased.
From the strong-coupling calculation, we expect that it will
saturate at �n	0.987 when U→
. At zero temperature,
however, there is a second-order transition at a finite critical
value of U where the polarization reaches �n=1.

IV. EFFECT OF AN INTERORBITAL HYBRIDIZATION
V(k)

A. Low-energy effective-band transition

In this section, we consider the effect of a finite hybrid-
ization �interorbital hopping V�k��0�. At low values of �,
the metal-insulator transition is pushed to higher values of U
when turning on a small V. While at larger values of �, the
MIT line is less sensitive to V �as illustrated on Fig. 7�. This
is expected since at low � the interorbital hopping increases
the kinetic energy in both bands while at higher � the hy-
bridization with a band, which is already empty, has a
smaller effect on the critical coupling. As we will discuss in
more detail below, in the presence of the hybridization, the
fully polarized phases �FPM and FPI� disappear. However,
there is still a transition from a two-band to a one-band metal
at low energy. This transition line is pushed up at low values
of the crystal-field splitting because of the increase in kinetic
energy. In noninteracting limit, the finite value of V acts as a

k-dependent enhancement of the crystal field �, and there-
fore, at small values of the interaction, the two-band to one-
band transition line is below the corresponding V=0 line.

One should note that the majority �minority� band does
not have a unique two �one� orbital character, and the band
index � ��� has to be distinguished from the orbital index
two �one�.

On Fig. 8, we display the quasiparticle weights and orbital
polarization as a function of U, for a fixed value of V and a
rather large crystal field �=0.3. One clearly sees that the
MIT follows a similar mechanism than in the V=0 case: only
Z2 vanishes continuously at the transition, while Z1 is always
finite.

A noticeable difference with the V=0 case is that the or-
bital polarization �n=n2−n1 does not reach saturation ��n
�1� before the MIT �Fig. 8�. This is expected because the
low-energy bands in the metallic state no longer have a
unique �1,2� orbital character, as we now discuss.

In order to understand more precisely the nature of the
metallic phase, we use the low-frequency expansion of the
self-energies and we obtain the expressions of the low-
energy majority and minority bands, which read,

2���k� = Z1�1k + Z2�2k + ��Z1�1k − Z2�2k�2 + 4Z1Z2Vk
2 ,

�17a�

2���k� = Z1�1k + Z2�2k − ��Z1�1k − Z2�2k�2 + 4Z1Z2Vk
2 .

�17b�

In these expressions �1k�ek−�+� /2+R�1�0� and �2k
�ek−�−� /2+R�2�0�. The Fermi surface �set by �=0� is
determined by the following condition �in which the weights
Z1,2 do not appear�:

0 = �1k�2k − Vk
2 � �ek − � + �/2 + R�1�0��

��ek − � − �/2 + R�2�0�� − Vk
2 . �18�

We recall that, when V=0, an orbital polarization transition
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is first encountered at U=UP, at which the Fermi-surface
sheet corresponding to orbital 1 �determined by �1k=0� dis-
appears, since �−� /2−R�1�0� reaches the band edge. In
the presence of V�0, a similar phenomenon occurs for the
minority low-energy band ���k�: one of the two sheets,
which constitute the solution of Eq. �18� ceases to exist. This
is expected from continuity arguments in view of Eq. �18�
and of the situation at V=0. This is furthermore demon-
strated by Fig. 9, which displays the majority and minority
low-energy bands ���k� along the main directions in the
Brillouin zone, as U is increased. It is clearly seen from this
figure that for U	2.4 �before the MIT, which takes place at
U	2.8�, an effective band transition occurs between the
two-band metal and a one-band metal at low energy. The
critical coupling for this effective-band transition is slightly
increased as compared to its value at V=0.

For V=0, the majority eigenstate �k ,�� �corresponding to
eigenvalue ���k�� has a unique orbital character m=2. In
contrast, for V�0, it has a component on both orbital 2 and
orbital 1. As a result, the orbital polarization does not reach
�n=1 �Fig. 8� at the effective band transition between a two-
band and a one-band metal. On Fig. 9, we have used a “fat
band” representation to illustrate this point: at each k point,
we plot a bar whose extension is proportional to the matrix
element �
�1�k ,���2, measuring the projection of the less oc-
cupied orbital m=1 onto the majority band.

As U is increased beyond the effective band transition,
one is left with a single effective low-energy band, charac-
terized by a quasiparticle weight,

Z��k� =
��1k + �2k�Z1Z2

�1kZ1 + �2kZ2
, �19�

where k lies on the Fermi surface of the majority band �see
Eq. �18��. The subsequent Mott transition is characterized by
a vanishing quasiparticle weight for the majority band Z�

�Z2→0, as clearly seen from Fig. 8 and from the narrowing
of that band in the third panel of Fig. 9.

The key conclusion of this section is that, even in the
presence of a finite interorbital hopping, two distinct transi-
tions are observed as U is increased �in the large crystal-field
regime�: first, a second-order transition from a metal with
two active bands at low energy to a metal with only one
active band at low energy, and followed by a Mott metal-
insulator transition of the one-band type.

B. Orbital-selective coherence and the two-band metal to one-
band bad-metal transition

We have seen above that, in a rather extended region of
the metallic phase, the quasiparticle weight of the majority
orbital is much smaller than that of the minority one. This is
especially true close to the two-band to one-band metal tran-
sition, where Z2�Z1. This implies that thermal effects can
easily destroy the fragile quasiparticles of the majority band.
This has physical consequences, which may be important in
practice. For example, the two-band metal to one-band metal
transition at finite temperature may appear in practice as a
quasi-metal-insulator transition or more precisely as a tran-
sition between a two-band metal and a bad �or incoherent�
metal. This will happen when the temperature, at which the
system is studied, is higher than the �small� quasiparticle
coherence temperature of the majority band.

In order to illustrate this point, we performed finite-
temperature studies for the following parameter values: U
=2, �=0.3, and V=0.07, which correspond to the two-band
metallic regime, not very far from the two-band to one-band
metal transition. For these parameters, the two quasiparticle
residues are Z2=0.34 and Z1=0.59 �see Fig. 8�. In Fig. 10,
we display the imaginary part of the Green’s functions �bot-
tom� FG1,2�i�n� and self-energies �top� F�1,2�i�n� on the
Matsubara axis, for different temperatures. In the insets of
this figure, we display the extrapolated zero-frequency value
F�1,2�i0+�, which is related to inverse quasiparticle life-
time and zero-frequency density of states, �1,2�0�
�−FG1,2�i0+� /�, respectively.
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FIG. 9. �Color online� Linearized band structure along symmetry lines of the cubic lattice for different values of the interaction. We used
�=0.3, V=0.07, and the ED solver. Fatness shows a contribution of the spectral weight of the less occupied orbital �m=1� to the majority
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It is seen from these figures that, while the minority or-
bital quantities have quite little temperature dependence, the
majority orbital, in contrast, displays very strong temperature
dependence. For example for T�0.03 �i.e., a rather low-
energy scale as compared to the bandwidth�, the majority
orbital is clearly incoherent with a small quasiparticle life-
time and much reduced value of the local density of states.
At those temperatures, the frequency dependence of the self-
energy is clearly nonmetallic, extrapolating to a large value
at zero frequency. Only at a low temperature T�0.01 �200
times smaller than the bandwidth�, the behavior of a coherent
metal is recovered, with a linear Matsubara frequency depen-
dence of F�2�i�n� extrapolating to a small value at low fre-
quency �corresponding to a large quasiparticle lifetime�.

V. CONCLUSION

In this paper, we have investigated how a crystal-field
splitting, by lifting orbital degeneracy, affects the Mott

metal-insulator transition in the presence of strong on-site
correlations. The study was performed on a simple two-
orbital model at quarter filling �one electron per site�, and we
have also considered the effect of an interorbital hopping
�hybridization�, which is important for applications to real
materials.

Within the metallic phase, a second-order transition from
a two-band to a one-band metal takes place as the crystal
field is increased. The critical value of the crystal-field split-
ting, at which this transition takes place, is considerably low-
ered for strong on-site repulsion �i.e., the effective crystal-
field splitting is considerably enhanced�. This transition has
the nature of a effective band transition for the renormalized
low-energy bands �i.e., the minority band is pushed up in
energy and does not cross the Fermi energy anymore� and
survives in the presence of an interorbital hopping.

The nature of the Mott metal-insulator transitions induced
by on-site repulsion was found to depend on the magnitude
of the crystal-field splitting. At high enough values of this
splitting, the Mott transition is between a one-band metal and
a one-band Mott insulator �conventional Brinkman-Rice sce-
nario�: only the majority orbital is involved, and the transi-
tion is second order and characterized by a vanishing quasi-
particle weight for that orbital. At low values of the crystal-
field splitting, the transition is from a two-band metal to a
Mott insulator with partial orbital polarization. It takes place
simultaneously for both orbitals: although the transition is
still continuous for the majority orbital, it has a first-order
character for the minority orbital. Elucidating these transi-
tions and, in particular, establishing the existence of the par-
tially orbitally polarized Mott insulator at low crystal fields
was made possible by the recent development of the CT-
QMC algorithm for the solution of the DMFT equations.

If a finite hybridization �V�0� is taken into account, it is
no longer possible to fully polarize the system. Therefore,
the FPM and the FPI phases disappear. However, there is still
a transition from a two-band to a one-band metal at low
energy so that the introduction of a finite V does not modify
the overall picture of the model.

We have also studied the influence of the temperature on
the two-band metal just below the transition to the one-band
metal. The temperature can easily drive the system into a
regime where the quasiparticle weight of the majority band is
destroyed and the system effectively becomes a single-band
metal. Further increase of the temperature above the charac-
teristic temperature of both bands leads the system into an
incoherent �or bad� metal.

Our study has direct relevance for the interpretation of
the metal-insulator transitions of transition-metal oxides
�see Sec. I�, often accompanied by an enhanced orbital
polarization.
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